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Abstract. Designing robust listening experiments is a critical compo-
nent of research on generative music systems, as they are often the pri-
mary mechanism by which systems are bench-marked. However, the field
lacks a set of guidelines for designing these types of experiments. In order
to provide substantiated recommendations for experimental design, we
examine the role of two parameters: the proportion of questions and the
proportion of participants, both of which are measured relative to the
total number of observations. Somewhat surprisingly, these parameters
vary significantly from study to study, demonstrating a lack of consensus
within the research community. Using experimental data collected from
previous studies, we compare the power and reliability of various exper-
imental designs, and arrive at guidelines regarding these proportions.
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1 Introduction

When evaluating a generative music system (audio or symbolic), human-based
assessments are considered the gold standard. In most cases, participants are
provided with one or more musical excerpts, and are asked to rate or rank
the provided excerpts based on their quality. However, there are no generally
accepted guidelines or recommendations for the design of these studies, which
is directly evidenced by a high level of variance in experimental designs across
studies published in recent years. We use experimental evidence and theoretical
reasoning to critically evaluate the design of previously published experiments,
and rationalize recommendations for improved experimental design.

We make the distinction between four different methodologies for quanti-
tatively evaluating generative musical systems via a listening test. A modified
Turing test (Turing, 2009) can take two forms, one where participants are asked
whether a single musical excerpt is computer-generated or human-composed (I)
(Hadjeres, Pachet, & Nielsen, 2017; Thickstun, Harchaoui, Foster, & Kakade,
2018; Donahue, Mao, Li, Cottrell, & McAuley, 2019), and another where par-
ticipants select the human-composed musical excerpt from a pair of musical ex-
cerpts (II) (Liang, Gotham, Johnson, & Shotton, 2017). Another approach (III)
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tasks participants with selecting the higher quality excerpt from a pair of musi-
cal excerpts (Huang et al., 2019; Huang, Cooijmans, Roberts, Courville, & Eck,
2017; Hawthorne et al., 2019; Roberts, Engel, Raffel, Hawthorne, & Eck, 2018),
where one or more of the excerpts is computer-generated. The final method in-
volves computing the average rating for excerpts from each source (IV) (Collins
& Laney, 2017; Collins, Laney, Willis, & Garthwaite, 2016; Pearce & Wiggins,
2007). Note that we use the term source here rather than generative system, as
real data is often included as a condition in the experiment.

There are many factors which influence the outcome of a listening experiment.
These include, the cultural background of the participant (Eerola, Himberg,
Toiviainen, & Louhivuori, 2006), the listening equipment used in the study, and
the physical condition of the participant. However, many of these factors are out
of the experimenters control. Here we focus on two hyper-parameters which can
be directly controlled by the experimenter, the proportion of questions and the
proportion of participants. Consider an experiment E = {(Qγ1 , Sα1 , R1), ..., (Qγnobs , Sαnobs , Rnobs)}
consisting of nobs observations, given a set of questions Q = {Q1, ..., Qnques} and
a set of participants S = {S1, ..., Snpar}. Note that a question is simply a set of
musical excerpts sampled from one or more sources, from which a participant
must formulate a response. Given E , the proportion of participants is npar/nobs
and the proportion of questions is nques/nobs. Although these hyper-parameters
play a significant role, they have not been thoroughly scrutinized in this context.

2 Experimental Design

An experiment is comprised of factors, which are simply independent variables
that are manipulated by the experimenter. There are two types of factors: fixed
factors, which have a fixed number of levels that are of interest to the researcher;
and random factors, where a random subset of the large number of possible levels
that are of interest to the researcher are included in the experiment. Typically,
in a listening experiment evaluating generative systems, there is one fixed fac-
tor, where each level is a different source (i.e. a generative system or real data).
The participant factor, is a well-known random factor included in most experi-
ments. Practical limitations place restrictions on the total number of levels (i.e.
participants) that can be feasible included in the experiment, which forces the
experimenter to randomly sample from the participant population of interest. In
experiments that evaluate generative systems, there is another important ran-
dom factor, the questions. It is clearly impossible to include all possible questions
within an experiment, so we must settle for a random sample of questions.

Once we have established the factors within an experiment, it is necessary
to determine the experiment design, which specifies the relationship between
factors. Pairs of factors can be crossed or nested. If two factors are crossed, every
level of one factor co-occurs with every level the other factor. If factors are nested,
each level of a factor co-occurs with only one level of the other. For example,
consider a methodology I experiment conducted with two participants (S1, S2),

comparing two sources (M1,M2), where 2 excerpts (eM
k

1 , eM
k

2 ) are generated
from each source Mk. Since methodology I asks participants to listen to a single
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excerpt and predict whether it was computer-generated or human-composed, we

have two unique questions (QM
k

1 , QM
k

2 ) per source, where each question consists
of a single musical excerpt. Here, the question factor is nested within the source

factor, as each question QM
k

i is unique to the source Mk. Note that this is
the case for all listening experiments evaluating generative systems, since it is
exceedingly rare to sample the same question from two different sources. If each of
the 4 questions are shown to each participant, then the participant factor would
be crossed with the question factor, as each participant-excerpt combination

(Si, eM
k

j ) is part of the experiment.

There are three common experimental designs: crossed-question, partially-
crossed-question and nested-question. A crossed-question design, shown in Fig-
ure 1a, exposes each participant to the same set of questions. A nested-question
design, shown in Figure 1c, nests questions within participants, so that each par-
ticipant is exposed to a different set of questions. It is also possible to employ a
partially-crossed-question design, shown in Figure 1b, where the set of questions
that each participant is exposed to is randomly drawn from a set of questions.
As a result, participants will sometimes be exposed to the same question. Al-
though 6 observations are collected in each of the experimental designs shown
in Figure 1, the sample size of the question random factor varies. Consequently,
the proportion of questions is smallest for a crossed-question design (

nques

nobs
= 2

6 )

and largest for a nested-question design (
nques

nobs
= 6

6 ).

QM1
1 QM2

2

S1 x x
S2 x x
S3 x x

(a)

QM1
1 QM1

2 QM2
3 QM2

4

S1 x - x -
S2 - x x -
S3 - x - x

(b)

QM1
1 QM1

2 QM1
3 QM2

4 QM2
5 QM2

6

S1 x - - x - -
S2 - x - - x -
S3 - - x - - x

(c)

Fig. 1: Three different experimental designs: crossed-question (a), partially-
crossed-question (b) and nested-question (c). The cells with x denote the ob-
servations that are collected.

For purposes of conceptual clarity, we only consider the case where an exper-
iment consists of ≤ 2 sources, as this is an atomic unit that larger experiments
are easily factored into. For example, consider the paired listening experiment
presented in the Music Transformer paper (Huang et al., 2019), which com-
pares four sources (Music Transformer, Transformer, LSTM, and the Maestro
dataset (Hawthorne et al., 2019)) using methodology III. This can be factored
into 6 =

(
4
2

)
distinct sub-experiments corresponding to each possible pair of

sources. Clearly, if we take steps to improve each sub-experiment, it will have a
positive effect on the experiment as a whole.
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Fig. 2: The experimental designs employed in recent listening studies for gener-
ative systems. Stars indicate that the number/proportion of participants could
not be calculated exactly.

3 Motivation

There are several motivating factors for this research. First and foremost, with-
out robust experimental design, any claims based on the experimental results
are weakened, and in the extreme case completely invalid. Secondly, there are
currently no standard recommendations for experimental design, which results
significant discrepancies between studies. In Figure 2, we plot the proportion
of questions (

nques

nobs
), the proportion of participants (

npar

nobs
), the experimental de-

sign, and the methodology for several recent listening experiments for which the
relevant information was available. Of particular concern, is the fact that the
proportion of questions, and experiment design vary significantly across experi-
ments, indicating a lack of consensus amongst the research community. Finally,
given the high costs of conducting a study, it is essential that the studies pro-
duce accurate results and are implemented to make efficient use of the allocated
resources.

4 Experiment 1 : Calculating Experimental Power

A typical approach to evaluate an experimental design is to calculate the power,
which is simply the inverse of the probability of Type II error. In order to calcu-
late the power of an experiment, there are two factors which must be considered:
the variance components, and the sample size (Judd, Westfall, & Kenny, 2017).
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Note that in our case, there is not a single sample size, but rather a sample size for
the participant random factor, and a sample size for the question random factor.
To explore the differences between nested-question and crossed-question exper-
iment designs, we conduct a parameter sweep for the number of participants,
and the number of questions per participants, calculating the power for each
pair of parameters. We use power calculations designed for experiments with
two random factors (Westfall, Kenny, & Judd, 2014), and compute the vari-
ance components from a previous experiment (Collins & Laney, 2017), which
featured a crossed-question design. Since power calculations are not available
for partially-crossed designs we can not explicitly explore this experiment design
here. We deliberately set the x axis of Figure 3 to be the number of questions per
participant, rather than the total number of questions, so that the power at each
(x,y) coordinate can be directly compared, as the total number of observations
is equivalent for each experimental design.
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Fig. 3: Power simulation for nested-question (left) and crossed-question (right)
experimental designs using variance components estimated from Collins’ study.
Each dashed line in left plot illustrates the possible combinations of npar and
questions per participant given a constant number of observations (nobs).

The results in Figure 3 demonstrate that nested designs are uniformly more
powerful than crossed designs, as we get an average of 2.3 times more power
when using a nested experiment with the same number of total observations.
The reason for this is rather straightforward, as a nested-question experiment
design can make use of nobs unique questions, while in a crossed design we are
restricted to nobs

npar
unique questions. Provided that variance components related

to the question factor are non-zero and npar ≥ 1, nested-question experiments
will always be more powerful than crossed question experiments, as they increase
the sample size for the question factor by a factor of npar (Judd et al., 2017).

The dashed lines in Figure 3a show the different possible combinations of
participants (npar) and questions per participant given a constant number of
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observations (nobs). This reveals that the power decreases when we decrease the
proportion of participants

npar

nobs
, while holding the proportion of questions con-

stant (
nques

nobs
= 1). Note that we cannot observe this same effect in Figure 3b,

since changes to the proportion of participants are confounded with changes
to the proportion of questions. The same type of effect can be observed in a
nested-participant experiment design, where the power decreases when the pro-
portion of questions decreases. However, this type of experiment design is highly
impractical as it requires collecting a single response from each participant.

We can also observe that in a crossed design, there is little advantage to
increasing the number of participants or increasing the number of questions per
participant separately. Power mainly increases when the number of participants
and the number of questions per participant are increased together. Furthermore,
it is possible to reach a point when adding an additional participant has no effect
on the power at all, since the contour lines eventually become almost vertical.
In contrast, when using a nested design most of the gains come from adding
participants, since this effectively increases the total number of questions in the
experiment, as the questions at each participant level are unique. The efficiency
of the nested-question experiment design, is that it allows for both the sample
size for participants and questions to be increased simultaneously. Collectively,
these results demonstrate that crossed-question experiments are under-powered,
and that decreasing the proportion of participants or the proportion of questions
decreases the power.

5 Experiment 2 : Simulating Inter-Experiment Variance

In this experiment, we aim to measure inter-experiment variability, quantifying
the reliability of different experimental designs. Formally, given an experiment E ,
let ψknpar,nques

denote the result (i.e. the average score for a source) for a randomly
sampled subset of E , containing k observations, npar participants, and nques ques-
tions, where each each observation in ψknpar,nques

involves the same source(s). To

observe the difference between two experimental designs (α and β), we compute
ψknαpar,nαques and ψk

nβpar,n
β
ques

r times, resulting in the sets Ψα and Ψβ . Then we use

Levene’s test (Levene, 1960) to determine if the variance of Ψα and Ψβ differs
significantly. The entire procedure is repeated 100 times with r = 50000, produc-
ing 100 p-values. In order to be sure that our results are simply not an artifact of
the sub-experiment sampling procedure, we also conduct the same procedure us-
ing a version of the data where the responses have been randomly sampled from
a uniform distribution, counting the proportion of times that σ(Ψα) < σ(Ψα),
where σ(Ψ i) denotes the variance of the set Ψ i. If the sub-experiment sampling
procedure has a significant effect on the outcome, we would expect this propor-
tion to vary significantly from 0.5, a hypothesis which can be tested using the
Binomial test.

We use the experimental results provided by the authors of following four lis-
tening experiments: BachBot (Liang et al., 2017), Wave2Midi2Wave (Hawthorne
et al., 2019), LahkNES (Donahue et al., 2019), and Racchmaninoff (Collins &
Laney, 2017). Although we contacted the authors of 15 different studies, we
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only received experimental results from the four listed above. Note that the
experimental design of the original experiments will place inherent limitations
on the types of simulations that we can conduct. In the BachBot study, each
participant is presented with two different questions, randomly selected from a
pool of 13 questions, resulting in a partially-crossed-question design. With this
data, we can simulate a partially-crossed-question design ψ10

10,2 and a nested-

question design ψ10
10,10. In the Wave2Midi2Wave and LahkNES studies, there are

almost no duplicate questions in the entire experiment, which only allows us
to manipulate the proportion of participants. We simulate two nested-question
designs: ψ10

5,10, and ψ10
10,10. Using the Racchmaninoff data, we can simulate a

crossed-question design ψ9
3,3 and a partially-crossed-question design ψ9

9,3. For
each comparison, the proportion of significant results after applying the false
discovery rate correction (Benjamini & Yekutieli, 2001) is shown in Table 1. The
Binomial test for the Wave2Midi2Wave simulations was significant, indicating
that the sub-experiment sampling procedure biased the result, so this simu-
lation was excluded from the results. In all other cases, the Binomial test was
insignificant. Collectively, the results demonstrate that increasing the proportion
of participants or questions decreases the inter-experiment variance, confirming
the theoretical results presented in experiment 1.

data source k nαpar nαques nβpar nβques proportion of significant trials
LahkNES [pref] 10 5 10 10 10 1.00

LahkNES [turing] 10 5 10 10 10 1.00
BachBot 10 10 2 10 10 1.00

Racchmaninoff 9 3 3 9 3 .95

Table 1: The proportion of trials where Ψα exhibits more variance than Ψβ .

6 Discussion and Recommendations

In addition to considering the power and reliability of a particular experimental
design, it is also worth taking the end-point of the experiment into account. In
most cases, the end-point of a listening study for the evaluation of generative
systems is an average score for each system. In contrast, the endpoint of an
experiment measuring the valence and arousal of audio clips, is the average
valence and arousal for each audio clip. There is a subtle difference between these
two types of experiments. In the first experiment, audio excerpts are a random
factor, where we take a random sample from the entire population of possible
generated excerpts. In the second experiment, audio excerpts are a fixed factor,
where we are interested only in the levels contained within the experiment. We
do not expect that the results for one particular audio excerpt will generalize to
another audio excerpt in the second experiment. As a result, it makes sense to
collect multiple observations from multiple participants for each audio excerpt, as
we need the average response for each excerpt to be reflective of how the entire
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participant population feels about that excerpt. However, when conducting a
prototypical listening experiment for generative systems, we care about what
the entire population thinks of each source, not the individual audio excerpts.
To make matters worse, our experiments demonstrated that collecting multiple
observations for a single audio excerpt actually makes the results we actually care
about less reliable and the experiment as a whole less powerful, as the size of
the random sample for audio excerpts representing each source is unnecessarily
reduced.

This is not to say that collecting multiple observations for a single audio
excerpt is always wasteful. In fact, a crossed-question experiment was necessary
for calculating the variance components used our simulations. Furthermore, in
cases where inter-rater agreement is the endpoint of an experiment, it is neces-
sary for

nques

nobs
< 1. However, most listening experiments for generative systems do

not measure inter-rater agreement. Ultimately, it is absolutely essential that the
experiment design matches the goals of the research question, otherwise we often
end up needlessly sacrificing power and reliability in our experiments. For those
who are conducting a prototypical listening experiment for generative systems,
we offer the following advice. Since resources (i.e. time and money) are finite,
we will assume that a fixed number of observations (nobs) can be collected, irre-
spective of the experiment design. As our experimental results demonstrate that
the sample size of the question and participant random factors have a signifi-
cant effect on the power and reliability of the experiment, an ideal experimental
design will maximize

nques

nobs
and

npar

nobs
. First and foremost, this means it is essential

to avoid crossed-question experimental designs, as they reduce
nques

nobs
by a factor

of npar. In most cases, there are relatively few barriers to selecting a nested-
question design (

nques

nobs
= 1) or a partially-crossed-question design with a large

proportion of questions, as sampling from most models is cheap. In fact, we have
seen this experimental design employed in several listening studies (Donahue et
al., 2019; Thickstun et al., 2018; Hawthorne et al., 2019). However, there are
many listening studies which feature a small proportion of questions, needlessly
sacrificing power and reliability. Although our results demonstrate that collect-
ing each response from a unique participant (

npar

nobs
= 1) would be optimal, this

may not be practical, as there are costs associated with obtaining each partici-
pant. Fortunately, most experiments do a good job balancing the proportion of
participants, collecting a modest amount of responses from each participant.

7 Conclusion

We have examined two critical parameters for the experimental design of listen-
ing studies: the proportion of questions

nques

nobs
, and the proportion of participants

npar

nobs
. Through experimentation we demonstrated that when

nques

nobs
< 1 or

npar

nobs
< 1,

the power and reliability of the experiment are reduced. Since listening stud-
ies are a fundamental aspect of research involving generative systems, and a
consensus on best practices for listening experiment design has yet to emerge,
these recommendations will undoubtedly be a useful reference point for future
research.
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